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Problem Statement Interfaces & Client Tools

Exploiting Computing Resources for High-Throughput Computing
* Alarge number of independent, sequential jobs that can be
scheduled on many different computing infrastructures

* Powerful Meta-job
descriptions which
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HTC-as-a-Service (CLI/GUI/Web portal)
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e Hiding heterogeneity and complexity of integrating various
computing infrastructures from users throughout pluggable
resource interfaces

¢ Allowing users to efficiently submit a large number of jobs
at once (based on the Meta-job) and monitor them

e Exploiting intelligent scheduling algorithms to support
multiple users submitting large numbers of tasks to
distributed computing resources

e Successfully integrated with *PLSI Supercomputers in Korea,
International Computational Grids, and Amazon EC2
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Application Support

Autodock; Pharmaceutical & New drug Discovery
¢ New drug discovery by simulating protein docking
e Atarget protein of 3CL-pro of SARS with 1.1
System Architecture Million chemical compounds for protein docking
Madgraph5; High Energy Physics(HEP)
e Compute the collider processes of high-energy particles
¢ S5-million particle collisions resulting in tens of
millions of interactions for QCD simulations :
N-body Calculations; Nuclear Physics ok e i
e Calculations for simulation of a dynamical A
system of particles, usually under the influence of
physical forces such as gravity

* Agent-based multi-level scheduling & streamlined job dispatching

* User-level job scheduling & accountingwhich can dynamically
adapt to the current system loads

* Jobs& In/Outputs are managed by Job manager and User data
manager

* Agents are dispatched from Agent manager and process jobs
in Supercomputers, Grids and Clouds

* Loosely-coupled Service-oriented architecture with WS-Interface
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